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Exploring the Intersections of Technology,
Crime, and Terror

THOMAS J. HOLT

School of Criminal Justice, Michigan State University, East Lansing,
Michigan, USA

The Internet and computer-mediated communications (CMCs) have drastically
changed the way that individuals communicate and share information across the
globe. Over the last two decades, financial institutions, private industry, and govern-
ments have come to rely on technology in order to access sensitive data and manage
critical infrastructure, such as electrical power grids. As a consequence, the threat
posed by cybercriminals has increased dramatically and afforded significant oppor-
tunities for terrorist groups and extremist organizations to further their objectives.
The complex and intersecting nature of both crime and terror make it difficult to
clearly separate these issues, particularly in virtual environments, due to the anony-
mous nature of CMCs and challenges to actor attribution. Thus, this study examines
the various definitions for physical and cyberterror and the ways that these activities
intersect with cybercrime. In addition, the ways that terrorists and extremist groups
use the Internet and CMCs to recruit individuals, spread misinformation, and gather
intelligence on various targets are discussed. Finally, the uses of computer hacking
tools and malware are explored as a way to better understand the relationship
between cybercrime and terror.

Keywords cybercrime, cyberterror, hacking, hacktivism, malware

The emergence of the Internet and computer-mediated communications over the last
three decades has revolutionized the ways that individuals share information and
conduct business across the globe. As a result, there are now myriad opportunities
for criminality and deviance in online environments, and to utilize technology as a
means to facilitate off-line crime. Computer technologies have also spurred the
development of cybercrimes, where technology plays a central role in the facilitation
of the offense.' Criminal and deviant groups can now use computer-mediated com-
munication (CMCs) technologies like forums and newsgroups to share information
across great distances.” Furthermore, computer hackers have identified ways to
exploit virtually all forms of computer software and hardware in order to obtain
access to secured resources and steal information.?

Extremist and terror groups have also embraced technological innovations
across the globe in order to gain advantage over their adversaries. In fact, the Inter-
net and CMCs enable groups to engage in asymmetric attacks that far exceed their
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existing attack capabilities by leveraging rapid and decentralized communications
systems.* Computers, cell phones, and technological equipment can be obtained at
minimal cost and used with a high degree of anonymity. Additionally, blogs and
video sharing sites can be used to deliver propaganda messages in support of an
extremist group’s position.> Such a campaign allows the group to control the deliv-
ery and management of their message to interested parties, while at the same time
demoralizing and confounding their adversaries. Even more disconcerting is the fact
that the Internet can be used as an attack vector to harm the underlying infrastruc-
ture that drives modern nation-states. Telecommunications, electrical grids, financial
institutions, and governments depend on technology that can be harmed with greater
secrecy and fewer resources than might otherwise be required in a traditional
physical attack.®

The dynamic global online environment, coupled with constant changes in tech-
nology and offending techniques, make it exceedingly difficult to understand the nat-
ure and scope of extremist groups operating today. Thus, this study will consider the
issues inherent in defining and separating cyberterror from physical terror and cyber-
crimes. Second, the ways that extremist and terror groups use existing technology to
gather and disseminate information and recruit new members will be explored, fol-
lowed by a discussion on the application of hacking techniques in support of extremist
ideologies. Finally, the future of cyberterror and the challenges these activities pose
for government policymakers, security organizations, and law enforcement agencies
will be discussed. In turn, this study will provide a foundation for future research on
the problem of cyberterror and its links to the broader community of cybercriminals.

Understanding Cybercrime, Cyberterror, and Physical Terror

In order to understand the phenomenon of cyberterror, it is first critical to understand
its relationship to cybercrime and terrorism in general. There are multiple definitions
and substantive debate over the nature of both cybercrime and terror, making it dif-
ficult to immediately distinguish these acts. In fact, scholars initially debated whether
cybercrime should be conceived of as a traditional offense enabled by new tools and
devices,” or a truly novel form of offending that has no previous parallel.® Both per-
spectives are supported by ample research data—most any existing form of crime can
be assisted by technology in some way, while new categories of offenses have emerged
that could not otherwise exist without computers, such as malicious software and
computer hacking.’

As a consequence, there is no single accepted definition of cybercrime, though
many argue that it involves criminal behaviors that incorporate cyberspace or com-
puter technology in some fashion.'® To help clarify what constitutes a cybercrime,
David Wall developed one of the most comprehensive frameworks with four specific
categories of offending: cyber-trespass; cyber-deception/theft; cyber-porn/obscenity;
and cyber-violence.'! Cyber-trespass concerns the crossing of invisible, yet salient
boundaries of ownership online. Computer hackers typically engage in cyber-trespass
due to their frequent participation in attacks against computer systems and networks
that they do not own.'? Breaches of computer networks and system boundaries are
quite costly, and estimates suggest that U.S. businesses lose millions of dollars annu-
ally due to attempts to gain unauthorized access.'?

The second and related category within this typology is cyber-deception and
theft. Computer intrusions and hacking techniques can be used to steal sensitive
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information from various targets, including intellectual property, state secrets, and
money. For instance, businesses reported average losses of $500,000 in 2008 due
to financial fraud incidents,'* while individual consumers lost an average of $575
to various types of fraud in 2009.'° Similarly, music and media piracy through com-
puter outlets have caused billions of dollars in losses through lost revenue and jobs.'®
As a consequence, the Internet presents a clear opportunity for theft from literally
millions of targets across the globe.

The remaining categories within this typology are related in that they may not
necessarily violate laws within a given nation. The third category includes cyber-porn
and obscenity, reflecting the availability of sexually expressive or explicit materials
across the World Wide Web. The final category, cyber-violence, represents the distri-
bution of injurious, hurtful, or dangerous materials online. This category references
two forms of violence, the first of which includes behaviors that cause emotional harm
to individuals through online environments. For example, individuals have begun to
use the Internet as a means to send threatening or harassing messages to others via
e-mail, instant messaging services, or social networking sites like Facebook.!” The
second form of violence involves the distribution of materials online that can be used
to cause harm in the real or virtual world. The Internet enables individuals to spread
bomb-making manuals, guides on guerrilla warfare strategies, and information to
facilitate hacking and fraud in a distributed fashion.'® The publication of such infor-
mation may not pose a substantive risk to any single individual or group, though the
availability of this information can be misused in the wrong hands. Additionally, free
speech laws in the United States and elsewhere may actually protect radical positions
or ideological documents. In fact, anecdotal evidence indicates that Muslim extre-
mists are increasingly using website hosting services in the United States because of
the protections afforded to individual civil liberties.'”

The wide range of acts that may be viewed as cybercrimes pose a significant chal-
lenge to any definition of cyberterror, since many extremist groups may engage in the
same activities as non-ideological criminals. This problem is compounded by the fact
that most nations treat acts of terror as criminal offenses.?’ There are, however, sub-
stantive differences between crime and terror based on motive and the scope of harm
caused. For instance, criminal acts often target single individuals and may be moti-
vated by economic or other objectives, while terrorist attacks are often driven by a
political motive and are designed to not only hurt or kill innocents but to also strike
fear into the larger population.?!

In order to better understand the complexities of cyberterror, it is first necessary
to understand physical terror. There is generally little consensus across governments
as to what constitutes an act of physical terror, due to variations in cultural norms,
political and religious ideologies, and political relationships.”* Schmid and Jongman
examined over 100 definitions for terror across the world and found few common
characteristics across these terms.>> The most prevalent elements include: the use
of violence, political motivations, fear, threats, and psychological effects and
reactions.?* Similarly, Hoffman compared terrorist behavior to criminals and other
irregular war-fighters to consider what constitutes terror.>> He identified terrorism
as the “deliberate creation and exploitation of fear through violence or the threat
of violence in the pursuit of political change” in order to intimidate and generate fear
in the psyche of the population targeted and obtain leverage and power to cause polit-
ical change.?® This definition argues that acts of terror are performed by subnational
groups or non-state entities regardless of the ideological or political motives of the
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actors. Thus, though there is no single definition for terror, a common framework can
be developed to identify these acts.

The lack of consistency is also present in definitions for “cyberterror,”” a term which
emerged in the mid-1990s as the World Wide Web became an integral component of
business and citizen communications.?’ The challenge in defining cyberterror lies in dif-
ferentiating these acts from cybercrimes. For example, the interconnectivity afforded by
the Internet enables attackers to target military systems containing sensitive infor-
mation, financial service systems that engender commerce, and power grids, switching
stations, and other critical infrastructure necessary to maintain basic services.”® At the
same time, these resources can be targeted by hackers, identity thieves, foreign
nationals, or other criminal entities with differing motives and ideologies. One way
researchers have separated these incidents is through the use of the term ‘“‘hacktivism,”
recognizing the use of hacking techniques to promote an activist agenda or express an
opinion.?’ Politically-driven groups employ hacking techniques to engage in more ser-
ious strikes against governments and political organizations. These attacks may violate
the law though not necessarily produce fear or concern among the general population.*

As a result, hacktivism is similar to certain forms of real world protest actions,
such as vandalism and destruction of private property in furtherance of a political
agenda.’! For instance, a group utilizing hacking techniques to disrupt or otherwise
hinder the ability of government agencies to communicate may serve the same function
as members of the Earth Liberation Front lashing themselves to trees or buildings in an
attempt to reduce the operability of a logging company.>? These actions may be illegal,
though they may not be designed to spur fear in the target or a broader populace. As a
result, hacktivism provides a means to identify criminal acts of protest involving hack-
ing techniques which may have some analogue to off-line political action.** The use of
this term does not, however, help to refine our understanding of cybercrimes generally
since it only adds to the jargon of investigators and researchers.

In order to further separate cyberterror from hacktivism and physical terror,
some argue that an act of cyberterror must be motivated by a political or ideological
agenda and seek to produce fear, coerce, or otherwise intimidate a government or its
people.** Some have also argued that cyberterror incidents must result in a loss of
life or physical harm in the real world, since the concept of physical harm plays a
key role in the operationalization of traditional terror incidents.® For instance,
Pollitt defined cyberterror as “the premeditated, politically motivated attack against
information, computer systems, and data which result in violence against noncomba-
tant targets by subnational groups.”*

Physical violence may not, however, be necessary in online environments due to
the increasing dependence on the Internet as both a conduit for service and a medium
for expression. For instance, a virtual attack against financial institutions or power
systems that produces a loss of service could hinder the ability of a population to
engage in commerce or communicate with others. In fact, posts from Islamist extrem-
ist websites have noted the value of attacking financial services online, stating that dis-
rupting these resources ‘““for a few days or even for a few hours . . . will cause millions of
dollars worth of damage.”*” The economic harm produced by a cyberattack, coupled
with fear over the likelihood that it may occur again, could be equal to a physical
attack. To that end, some definitions of cyberterror recognize the disruptive effect
of virtual attacks against information or infrastructure. Foltz suggested that cyberter-
rorism involved “an attack or threat of an attack, politically motivated, intended to:
interfere with the political, social, or economic functioning of a group organization or
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country.”® A similar definition was used by Stambaugh and colleagues, defining
cyberterror as a “premeditated, politically motivated attack against information
systems, computer programs and data...to disrupt the political, social, or physical
infrastructure of the target.”*® As a result, physical harm may be less pertinent relative
to the production of fear in defining an incident as an act of cyberterror.

At the same time, terror and extremist groups have not engaged in attacks that
conform to these existing definitions of cyberterror, particularly those that incorpor-
ate physical harm or the production of fear. For instance, terror groups’ use of forums
and CMCs to communicate and provide targeting information would largely be
excluded from other definitions of cyberterror that emphasize violence or physical
harm only. Instead extremist groups utilize the Internet in ways that more closely
resemble the characteristics of cybercrimes including the dissemination of infor-
mation to incite violence and harm. In order to capture this variation, Foltz’s defi-
nition also recognizes acts which “induce either physical violence or the unjust use
of power.”*® A recent definition provided by Britz also includes the ““dissemination
of information, facilitation of communication, or, attack against physical targets,
digital information, computer systems, and/or computer programs. .. or any utiliza-
tion of digital communication or information which facilitates such actions directly or
indirectly.””*! Thus, while there is no single agreed upon definition for cyberterror, it is
clear that this term must encapsulate a greater range of behavior than physical terror
due to the dichotomous nature of cyberspace as a vehicle for communications as well
as a medium for attacks. More expansive definitions, such as those provided by Britz
and Foltz, provide a much more comprehensive framework for exploring the ways
that extremist groups utilize technology in support of their various agendas.

Cyberspace as a Medium for Communication and Image Management

Over the last two decades, extremist and terror groups have used the Internet for
recruitment, fundraising, and the dissemination and acquisition of attack information.
The Internet has also provided criminals and terrorists with new capabilities for clan-
destine communications between operatives, including through free e-mail accounts,
message drop boxes, encrypted messaging, steganography, and other tools. Most all
nations have some form of Internet connectivity, thus extremist groups can communi-
cate their messages to the world with ease, and often tailored to specific audiences. Mul-
timedia creation software like Adobe Photoshop enables individuals to develop videos,
photos, and stylized text in an easy-to-read and professional manner. These tools can
also be acquired with minimal economic investment through pirated software chan-
nels.** In addition, cell phone cameras and web cams allow individuals to create train-
ing videos and share these resources with others through video sharing sites at no cost.**

The most significant benefit of the Internet lies in the fact that extremist groups
can directly control the way that their message is delivered to the general public.
Blogs and social networking sites enable individuals to post and re-post text, videos,
and web links so that they spread rapidly across the globe. In turn, a group can influ-
ence how they are portrayed in both underground and popular media, rather than
waiting for mainstream press to handle the story.** Further, extremist groups can
directly refute claims made by law enforcement, governments, and the media as part
of their overall effort to control their public perception. As James Forest and other
terrorism scholars have noted, controlling perceptions is central to what terrorists
hope to accomplish.** Additionally, these online materials can contribute to the
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radicalization process by repeatedly exposing individuals to messages that may elicit
rage and frustration over oppression or injustices.*®

There are multiple examples of extremist group utilization of technology for
recruitment and message distribution. Web forums like Stormfront.org are extremely
popular among the neo-Nazi movement as a means to debate issues publicly and
promote their agenda.*’” The forums on this site have over 100,000 members and
thousands of new posts made daily. In addition, the Stormfront website maintains
pages on a number of social networking sites like Facebook as a means to help
recruit and connect members.*® Hate groups are even creating their own social net-
working sites, such as “New Saxon,” which is a “Social Networking site for people
of European descent” produced by the neo-Nazi group the National Socialist Move-
ment.* This site enables members to create profiles, blog, post pictures, videos, and
even send cards to other members. In turn, this helps to provide a mechanism to
connect those in the movement with others despite any geographic boundaries.

The jihad movement has also begun to produce highly stylized websites, videos,
and magazines to promote their message as a lifestyle rather than as a marginalized
position. In fact, a message posted on the website www.azzam.com stated that “the
more Web sites, the better it is for us. We must make the Internet our tool.””>° These
pages are often written in multiple languages to communicate their messages across
multiple groups, and focus on justifications for resisting foreign occupation or Western
ideals rather than on the use of violence. For example, anti-American extremist groups
utilized the images of prisoner mistreatment by U.S. soldiers in Abu Ghraib to dem-
onstrate a lack of respect for Islamic value systems.”' In addition, Al Qaeda operatives
have begun to use the Internet as a means to communicate with established media out-
lets. For example, Al Qaeda agents posted a video ending with a statement welcoming
questions from the media that could be posted and answered via web forums online.>
Thus, they would be able to directly control their responses through the use of new
media, rather than traditional dealings with media outlets.

The web also enables the distribution of multi-media resources that help to pro-
mote specific agendas. For example, the white supremacist group, the National
Alliance, operates a record label called Resistance Records which sells over 1,000
CDs, as well as magazines, books, and clothing via their website.>® The various items
sold enable the spread of hate messages through popular media, introducing indivi-
duals to these messages in a way that speaks directly to generational interests. In
addition, they have created sophisticated computer games aimed at attracting teen-
agers to their movement. For instance, the game Ethnic Cleansing is a first-person
shooting game centered around players killing blacks, Jews, and Hispanics as they
run through urban ghettos and subway environments.>* Other terrorist groups have
created video games, like Hizbollah’s Special Force, that have become wildly popular
among supporters and potential new recruits.”

Extremist groups can also utilize the Internet as a critical resource for the dis-
semination of attack information. For example, the jihadi movement has developed
various videos and documents on bomb making, developing improvised explosive
devices, and conducting suicide bombing operations.’® Eco-terrorist groups have
also provided resources online to enable individuals to engage in attacks on their
behalf. For instance, the Earth Liberation Front published its Ozymandius manual
online, a several-hundred-page resource providing tactical and strategic information
on the ways to affect job sites and heavy equipment used in construction and logging
industries. These manuals have been used in various bombings by ELF actors, such
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as the burning of a Vale, Colorado ski resort using a device with the same design as
one found on an ELF website.”’

The amount of data available online can also be used by terrorist and extremist
groups to acquire information on prospective targets and to develop pre-mission
strategies. For example, satellite images from Google Earth and the street view func-
tion of Google Maps provide relatively up-to-date, real-world images of the topogra-
phy and detail of most major cities throughout the world. This information can be
used to develop tactical plans for the execution of an attack against various targets.
In fact, one of the conspirators in the 2008 terror attacks in Mumbai, India claimed
that Google Earth images were used to plan the attacks.’® Similarly, information on
the physical and virtual topography of public utilities, telephone systems, and other
critical infrastructure can be obtained from various public and private websites.’® As
a consequence, attackers can readily obtain tactical and strategic information
through online sources with ease.

Overall, the Internet offers many information assets for terrorist and criminal
activity, including covert messaging among members of decentralized networks,
multimedia communications between organizations and its supporters or potential
recruits, and surveillance or operational intelligence gathering, to name just a few.
As a result, the technology offers extremist groups unparalleled opportunities to
promote their agenda and increase membership.

The Intersection of Hacking and Cyberterror

The Internet also provides a platform for potentially lethal attacks against civilian and
government targets. There are myriad sensitive systems now connected to the Internet
that act as high-value targets for extremist groups due to the amount of economic and/
or physical harm that could be produced, as well as extremely high levels of fear among
civilian populations. Such attacks require the use of tools and techniques developed by
a hacker community that has evolved considerably over the last three decades.

In the 1980s and early 1990s, would-be hackers needed to develop a sophisticated
understanding of technology in order to engage in an attack.’® The hacker com-
munity was also regionally bound, with groups forming in cities or suburbs based
on friendship circles.®' Individuals communicated and shared information via Bull-
etin Board Systems (BBS) and party lines, and often had to demonstrate their skill
in order to gain access to these resources. In addition, hackers would often barter
for new resources, whether through trading stolen information or credentials, BBS
access, or other valuable resources.®? In turn, the primary targets of attacks were
often corporate entities or telecommunications due to a small proportion of the popu-
lation with networked computers.

The advent of the World Wide Web and its rapid adoption across the globe in the
mid-1990s, coupled with a substantive decrease in the cost of computer technology,
forced a significant shift in the hacker community and the ways in which individuals
engaged in attacks. Computer technology became increasingly easy to use, requiring
hackers to spend less time learning how software and hardware functioned in order to
engage in attacks.®® Additionally, hacker tools became more readily accessible
through forums and downloadable files that could be obtained from various
websites.** The global connectivity afforded by the adoption of technology engen-
dered the formation of hacker communities and collectives that were not bound by
geography or region. Individuals could develop a reputation based on their ability,
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which could extend beyond their location and generate status in the international
community. In addition, the development of weaponized malicious software—includ-
ing viruses, worms, and Trojan horses—enabled individuals to engage in damaging
attacks with global impact.®® At the same time, the availability of these tools allowed
attackers with minimal knowledge to carry out attacks previously beyond their level
of skill.

As hacking became a global phenomenon in the late 1990s and early 2000s, the
mechanics of the hacker community changed. Though tools could still be developed
and released as a means of garnering status, a burgeoning marketplace for malicious
software and hacker tools on a fee-for-service basis emerged.®® The development of
sophisticated attack tools like botnet malware, which combines the functionality of
a virus with the capability to remotely control infected machines through a single
Internet Relay Chat (IRC) channel, enabled hackers to establish stable networks of
infected computers around the world.®” These tools can be used for multiple attack
strategies, such as the distribution of spam, network scanning, or direct attacks
against other networks. The small proportion of skilled hackers with the capability
to develop these tools have begun to recognize the monetary value of their products,
and now lease out their infrastructure to the larger population of semi-skilled hackers
for a fee to engage in attacks.®® In addition, individuals sell custom builds of malicious
software directly to interested parties, enabling semi-skilled hackers to access high
quality tools that substantially increase their attack capabilities. Thus, the market
for malicious software has changed the process of hacking and created significant
opportunities to engage in cyber-attacks that were not previously possible.

The global reach of the Internet also allows attackers to monitor and identify
useful tools regardless of the region in which they were created. For instance, a
recent study found that the distribution patterns of free-to-use malware often starts
in Europe, and circulates through the Middle East, South America, and Asia within
a six- to eight-month window.®” The tools can be identified by a local actor via web
forums, and reposted with a new language pack reflecting the regional dialect or pre-
ferences.’® This distribution chain not only allows hackers to identify easy-to-use or
high quality tools, but also to obfuscate the creation of malware by taking credit for
a tool that was created by someone else. Thus, the international dynamics of the
hacker community engender access to tools and attack techniques that may be
unique to a specific region or group.

The historic changes in the hacker community provide important context for the
current methods and tactics for cyberattacks from extremist communities around the
world. For example, the Turkish hacker community, which is driven in part by
religious and nationalist agendas, regularly posts videos and tutorials on various
types of cyberattacks in order to facilitate learning and attacks by less skilled
actors.”! In addition, Turkish hackers use various social media sites like YouTube
and Facebook to draw attention to their attacks against government and private
industry targets.”* Various groups in support of Al-Qaeda also operate web forums
to distribute hacker tools and coordinate attacks. Most notably, the hacker Younis
Tsoulis promoted the use of hacking tools against various targets in support of glo-
bal jihad. Using the handle Irhabi 007, or Terrorist 007, he published a manual
entitled “The Encyclopedia of Hacking the Zionist and Crusader Websites,” which
detailed various attack methodologies and a list of vulnerable targets online.”

In light of the diverse nature of vulnerable systems and points of attack for hack-
ers, it is critical to identify the most common attack vectors for extremist groups
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online. One of the most common tactics involves the use of Denial of Service attacks
in order to keep individuals from using certain services or resources.’* In fact, Denial
of Service tools have been a part of the arsenal of activists and extremists since the
mid-1990s. For example, members of a hacktivist group called the Electronic
Disturbance Theater developed an attack tool called FloodNet that overloaded
web servers and kept others from being able to access their services.”> Hackers used
this tool in attacks against the U.S. Pentagon, Mexican government websites, and
various business targets as a means of protest against their activities and policies.
Recently, the al-Jinan forum has been noted for its role in distributing a tool called
“Electronic Jihad.””® This stand-alone Denial of Service tool can be used to attack
servers without a great deal of skill on the part of the attacker. In turn, this enables
anyone to play an active role in the facilitation of cyberattacks on behalf of their
beliefs. Similar tools have been used by members of a group called Anonymous in
a series of attacks against government and private industry targets in order to protest
attempts to reduce the distribution of pirated media.”” The group believes that intel-
lectual property laws are unfair, and that governments are stifling the activities of
consumers, requiring a direct response from the general public to stand up against
this supposed tyranny.

Another valuable attack method in support of political or ideological agendas is
web defacements, where an actor replaces the normal html code with an image and
message of their choosing.”® Defacements are particularly valuable as they allow an
actor to express their opinions or beliefs, and attribute the attack to themselves or
their cause. In addition, the defacer can also choose to simply replace the initial page
or cause more substantive harm by deleting the original content. Initially, web deface-
ments served as a way to garner attention and status within the hacker community.”
Over the last decade, however, an increasing proportion of these attacks are used to
express a political or patriotic message.®® For instance, the Turkish hacker community
began a widespread campaign of web defacements after the publication of a cartoon
featuring an image of the prophet Mohammed with a bomb in his turban.?' Many
Muslims were deeply offended by this image, and Turkish hackers began to deface
websites owned by the Danish newspaper that published the cartoon along with
any other site that reposted the image. Hackers defaced thousands of websites in sup-
port of their faith, believing this to be their duty on behalf of the Islamic community.>*

Hacker groups have also used e-mail spam campaigns with some success in order
to hamper communications by government and industry. In fact, one of the earliest
incidents that may be defined as an act of cyberterrorism occurred in 1998 in Sri Lanka.
A group called the Internet Black Tigers, tied to the Liberation Tigers of Tamil Eelam
(LTTE), engaged in a series of ‘“‘suicide email bombings” against Sri Lankan embass-
ies.®® The group sent over 800 e-mails a day for a two-week period in order to disrupt
communications and voice dissent against the government and their actions.3* Similar
tactics were observed in the course of attacks between Russian and Estonian hackers in
2007 as a consequence of real-world protests over the removal of a Russian statue from
an Estonian cemetery.®® Thus, e-mail can be used not only as a communications
method but as an inexpensive and uncomplicated attack vehicle as well.

Forecasting the Future of Cyberterror

Given the rapid evolution of technology and the unintended changes they force
in human behavior, it is difficult to predict the ways that extremist group behaviors
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will evolve over time.®® For example, there have been relatively few incidents of
cyberterror across the globe and virtually none within the United States despite the
explosion in attacks against sensitive government networks and the financial sector
over the last decade.®” In addition, experts argue that the general cyberattack capa-
bilities of extremist groups like Al-Qaeda are relatively limited by comparison to
the larger hacker community.®® In fact, jihadi hackers attempted to engage in a series
of attacks against the U.S. stock exchange and financial institutions. The so-called
“Electronic Battle of Guantanamo” did not come to fruition due to bank notifica-
tions by law enforcement and preparation against the attacks.®® The failure of that
effort, however, should not be construed as a success for government agencies, but
rather act as a warning that Al-Qaeda and other extremist groups are becoming cog-
nizant of various vulnerabilities and identifying techniques to exploit these flaws.

With this in mind, it is necessary to consider the various ways that cyberspace
may be used for either communications or as an attack mechanism in the immediate
future, and the challenges these threats pose for law enforcement and policy makers.
One of the key developments lies in the recent release of the malware program
Stuxnet. In late 2010, a flurry of media coverage described a new malware program
that appeared to target nuclear power plants in Iran.”® It is not clear what its true
functionality and purpose was, though analyses of the program indicate it was
clearly designed to affect a specific Siemens brand control system used in the Natanz
nuclear enrichment plant in Iran.”' By degrading the functionality of this system, it is
possible that the program could have caused substantive harm to the functions of the
facility. In addition, computer control systems are often segmented from publicly
connected computer networks in order to reduce the risk of compromise.”> The
Stuxnet malware however, was initially spread via flash drives, indicating that the
creators clearly understood how to affect their target.”> The code also replicated
itself in an extremely limited and cautious fashion in order to minimize its likelihood
of detection. Finally, the malware utilized several previously unknown exploits in
various computer programs to affect system functionality, suggesting the creators
were extremely skilled in computer software and hardware exploitation.”

The emergence of Stuxnet clearly demonstrates the potential vulnerabilities that
can be exploited in critical infrastructure across the globe. Most power grid technol-
ogies, water, sewer, and other critical infrastructure are managed via Supervisory
Control and Data Acquisition (SCADA) systems that communicate via hardened
or defended networks.”> Though security researchers regularly attempt to identify
and secure SCADA systems from attack, the perception of the likelihood of attack
has always been largely antecedent to questions about their overall reliability. As a
consequence, Stuxnet clearly demonstrates the need to carefully secure these systems
from multiple forms of cyberattack. Though the development and release of this sort
of program may be beyond the existing skills of extremist groups, widespread access
to this code may encourage attackers to develop similar resources that may be made
available through the malicious software market.”® In fact, the U.S. Department of
Homeland Security recently reported concerns over this same sort of code being used
as the basis for attacks against U.S. power installations.”” Thus, Stuxnet represents
one of the first true examples of a cyberattack that could directly cause physical harm
in the real world.

The problem of Stuxnet also highlights a significant issue in any discussion of
cyberterror and cybercrime: attribution.”® Despite investigations by a number of
computer security researchers, it is unclear who created this code. The complex nature
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of Stuxnet suggests that multiple highly skilled programmers developed the code,
most likely in the employ of a nation-state or military entity.”” No nation or entity
however, has come forward to claim responsibility for the program. The lack of attri-
bution here is common among other kinds of crime—both physical and online—
although terrorists generally seek public attention through their attacks. Skilled
offenders can carefully conceal or obfuscate their identity to reduce the likelihood
of detection. This problem is compounded in virtual environments due to various
tools that can shield an individual’s physical location, such as anonymizers and proxy
servers.'” In addition, skilled actors can use compromised computer systems to
obfuscate their location and the actual identity of the attacker. For instance, a botnet
can be used to route attack traffic through multiple unsuspecting victim machines
across the world.'" As a consequence, malicious traffic may appear to come from
individual systems in the United States or other countries. In addition, attackers
can acquire tools from hacker communities across the globe in an attempt to con-
found actor attribution. For instance, using tools common to Chinese hackers may
add a layer of complexity to the investigation of the origins of an attack.'*?

It is also difficult to truly discern whether an extremist group engaging in cyber-
attacks is acting independently from a nation-state or criminal entity. The complexity
of an attack may give some insight into the skill and knowledge of the attackers, but
does not provide any information on their sources for funding or training, or any
connections they may have to other groups.'®® In particular, the hacker community
engenders a horizontal organizational structure, where individuals are judged based
on skill and ability. As a consequence, when groups form they are generally
short-lived, have minimal leadership, and are structured based on skills.'* This is dif-
ferent from the general cell-based structure of traditional terror groups off-line that
work through intermediaries.'’> As a consequence, virtual terror attacks can occur
more quickly and with fewer trails to identify funding and tool acquisition sources
than traditional terror groups.

In addition, the nature of virtual attacks may reduce the likelihood of attribution
in general. Terrorists and extremists may claim responsibility after an attack in order
to garner attention and demonstrate their power and capability in physical attacks.
For instance, suicide bombers often post videos online or distribute pre-recorded
messages to the media in order to ensure that their justification for an attack is clearly
known.'% The need for attribution in the course of a cyberattack may not be pivotal
until well after the act is completed since initial actions to survey and access a virtual
target must be kept silent in order to minimize the likelihood of detection. The final
attack or outcome produced from initial intrusions may, however, lead the group to
take responsibility in order to garner attention for their cause. Thus, the variation in
group ideologies, coupled with the anonymity afforded by virtual environments,
make attribution an exceedingly difficult challenge for policy makers and law enforce-
ment to appropriately respond to cyberattacks.

A final concern related to attribution is the increasing incorporation of civilian
participants in various cyberattacks. For instance, recent attacks by the group
Anonymous and its offshoot LulzSec were facilitated in part by tools that could
be downloaded for free by interested parties to perform denial of service attacks.'"’
In addition, the group provided information on prospective targets and asked part-
icipants to rate who they most wanted to attack, and utilized the web to coordinate
attacks. As a consequence, the ability for an extremist group to rapidly recruit and
radicalize sympathetic individuals, or employ their technical skills on a temporary
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basis without the need for complete indoctrination or membership into their
organization, should not be ignored in light of the worldwide spread of the Internet
and computer technology.

The continuous and varied threats posed by cyberattacks from cybercriminals,
extremist groups, and nation-states require a substantive retooling of U.S. policies
toward cyberspace and cybersecurity in general. While the past few presidential
administrations established roadmaps to improve the governmental response to
cybercrime and prospective attacks,'®® there have been few unclassified policy
responses to potential attacks, making it difficult to understand the true posture
toward cyberattacks. In July 2011, the Department of Defense released a policy
document detailing their view of cyberspace as a protected domain in much the same
way as the physical environments of sea, air, and land.'® The report recognizes that
the current defensive measures used to protect critical infrastructure and the defense
industrial base against cyberattacks are ineffective and require significant expansion.
In addition, the Department of Defense is now placing a specific emphasis on the
need for careful responses to theft of data, destructive attacks to degrade network
functionality, and denial of service attacks due to the direct threat they pose to
the communications capabilities of the nation, and the maintenance of secrecy and
intellectual property.''® In order to reduce the risks posed by malicious actors and
attacks, the report calls for improved relationships with private industry in order
to develop an improved total government response and an expanded workforce
focusing on cybersecurity.!!!

The issue of collaboration between governmental agencies, public and private
companies, and law enforcement is critical, but presents one of the greatest chal-
lenges to securing cyberspace. Multiple presidential administrations have made simi-
lar policy recommendations, though they have generally failed to produce lasting
innovations or strategic change due to the difficulty in linking all necessary groups.
For instance, a substantive majority of the power plants, telecommunications equip-
ment, and processing facilities that constitute critical infrastructure are owned by
private industry using software and hardware from multiple vendors.''? As a conse-
quence, it is extremely difficult to develop standards that can be readily adopted
across industries in order to effectively reduce the risk of cyberattacks. The creation
of initiatives like the Department of Homeland Security’s Control Systems Security
Program helps to identify general vulnerabilities and improve security standards
across all vendors and owners, though their true impact is hard to assess in light
of the proprietary nature of private industry practices.'"

In much the same way, there is a need to more clearly integrate state and local
law enforcement agencies into the response to cyberterror attacks. There has been a
marked increase in funding for training and equipment to prepare local responders
to handle physical terror incidents since 9/11. The same attention has not been given
to cyberattacks due to the jurisdictional dynamics that arise in inter-state or inter-
national offenses.''® This perception may, however, unnecessarily diminish the
response capability of local law enforcement and hinder investigations which may
otherwise reduce some forms of online extremism. In particular, domestic terror
groups often emerge as a direct result of conditions within a given region or locale,
though they may communicate and share information with others through online
networks. Thus, there must be an increase in the training and investigative tools
available to state and local police agencies to improve their overall ability to inves-
tigate cyberterror incidents and generally improve cybersecurity practices.
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Policymakers must also give greater consideration to the integration of individual
citizens into the defense of cyberspace. The average computer user can pose a substan-
tive threat to the larger security of private industry and government targets because of
their potential to mismanage technological resources or be used as a launch point by
attackers. Individuals who do not regularly update their computer software or utilize
anti-virus and other security tools face an increased risk of compromise from criminal
or extremist groups.''> Those who engage in media or software piracy or view
pornography are also susceptible to attacks since malware is often spread through
these vectors.''® Thus, individuals who act without regard for ethical behavior online
or utilize minimal standards for computer security present a substantive opportunity
for attackers to gain a foothold into larger networks.

As a consequence, hardening end users from all manner of attacks may greatly
improve the total security of the nations’ computer systems. This is a substantive chal-
lenge given the variations in end users’ skill with technology and overall recognition
of basic security strategies. Multiple strategies must be employed to effectively target
individuals regardless of age, technological skill, or access to technology. National
programs that promote awareness of computer security issues, such as October’s
National Cybersecurity Awareness Month, are useful in communicating the problem
of cybercrime and harm to a wide audience.''” Targeted programs are also necessary
at all phases of the educational system to ensure that youth are exposed to proper
online conduct and computer security principles from an early age.!'® Adult edu-
cation programs must also be employed in order to ensure that users are frequently
reminded of their role in securing their system and various techniques they can
employ to reduce their vulnerability to compromise. For instance, Internet Service
Providers could communicate these messages to their customers via e-mail and during
login periods in order to constantly expose users to computer security issues. In turn,
these measures may help to reduce the overall efficacy of attacks by both extremists
and criminal entities against individuals and government targets alike.

Finally, it is critical that national policies toward cyberspace develop in tandem
with—and to the extent possible, in advance of—prospective strategies employed by
cyberattackers. In fact, there is a need for strategic policy initiatives that carefully
consider global variations in law enforcement and governmental policies toward
cyberattacks. Most developed nations have laws against certain forms of cyber-
crime,'!” though there are substantive variations in the ways that they may deal with
criminal actors. For instance, there is some evidence that Russian and Chinese law
enforcement agencies investigate those individuals who target systems within their
national borders.'?* Meanwhile, individuals who attack foreign civilian, business,
or government entities may be ignored or under-investigated, creating a sort of tacit
approval for certain types of cyberattack. As a consequence, there is a need for
clearly defined national polices related to threats from cybercriminals, extremists,
and nation-states in order to better protect and defend U.S. critical infrastructure.

In addition to policy responses, there is a clear need for research from both the
technical and social sciences in order to better understand the tactical and strategic
practices of extremist and terror groups online. For instance, social science research
utilizing web forums, blogs, and other online data sources can provide a substantive
understanding of the activities of terrorist and extremist groups in their own words.'?!
Such data sources can be developed with minimal interaction or penetration into
these communities, reducing the risk of researcher contamination or harm.'?
Additionally, these data can be used for both qualitative and quantitative analyses
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to provide significant insights into the changing dynamics of extremist communities
on both the left and right.

Online data sources can also be used to identify the ways that extremist groups are
adapting tools and tactics from the hacker community in order to engage in attacks
against critical infrastructure and other targets. For example, investigations of the
market for malicious software and stolen data across the globe can be useful to ident-
ify prospective trends in attack tools and vectors that may be used by an extremist
group.'?® Evidence suggests that an Al-Qaeda cell used credit card numbers purchased
from an online data market to obtain web hosting services, phones, and engage in
fraudulent charges.'?* Thus, explorations of the activities of cybercriminals can be
used to expand our understanding of how extremists may utilize these resources.
Combining this research with technical analyses of cyberattacks in general can help
to better understand the dynamics of the current and future cyber threat worldwide.

Finally, there is a need to identify the behavioral and attitudinal factors that
affect participation in politically motivated cyberattacks. The increasing incorpor-
ation of citizens into attacks against government targets online may reflect a differ-
ence in the nature of extremism on and off-line. For instance, radicalization may not
be necessary in order to lead individuals to engage in attacks against targets online
since they do not face the same risk of detection or loss of life in support of a cause as
in real-world attacks. Instead, they may only need to share a certain outlook on a
social or political issue, or hold antagonistic views against a target group. Research
utilizing demographically diverse samples can help to determine the influence of
nationalism, political beliefs, technological skills, and ethnic antagonism on individ-
ual willingness to engage in cyberterror attacks. In turn, we may better understand
the relationship between extremist behaviors on- and off-line.
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